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zational, professional, and individual interests of those who maintain the 
records as much as they reflect the behavior which they are supposed to 
measure. 

Because of his refined information requirements and the poor quality of 
agency records, the evaluator frequently must collect original data. When 
he gathers his own data, the evaluator is faced with additional problems. 
Data collection may add enormously to the cost of evaluation. Administra­
tors and practitioners may object that it interferes with their programming 
efforts either because it takes away from the time available for program­
ming or because it may jeopardize client or community acceptance of the 
program. Evaluators may be concerned that through their data collection 
activities they may enhance client awareness of the program, thereby adding 
artificially to its apparent or actual effectiveness. The evaluator may cope 
with these data collection problems by using unobtrusive measures (Webb 
et al , 1966) or by disguising the relationship between his data collection 
and the program (Seashore, 1964). He may also address these problems 
through his selection of a research design. Campbell (1957) suggested use 
of the Solomon four-group design or a design requiring only posttest 
measurements. Also see Suchman (1967a) and Wuebben (1968). Al­
though Hyman, Wright, and Hopkins (1962) reviewed evidence indicating 
that the sensitizing or practice effects of pretesting are often negligible, the 
evaluator is clearly advised to take steps to guard against this potential 
source of measurement error. 

Freeman (1963) urged that evaluators use behavioral rather than 
attitudinal measures of program objectives because policy makers are more 
likely to be impressed with behavioral data. Deutscher (1969) similarly 
argued in favor of direct behavioral measures because they pose fewer 
validity problems than do procedures designed to provide estimates of hypo­
thetical behavior. 

Beyond the sensitizing effects of measurement, widespread awareness 
of evaluative criteria and measurement procedures can have important un-
desired effects on the ways in which programs are administered and inter­
preted by clients. The danger is that administrative units, practitioners, or 
clients may artifically redirect their behavior to affect the outcome of eval­
uation. The problem is particularly acute when incomplete sets of evalua­
tive criteria and imperfect measures are used to judge the performance of 
participants. Considerable attention has been given to this problem in higher 
education, where it has been argued that faculty are often excessively con­
cerned with numbers of publications and students are overly preoccupied 
with grades. By emphasizing their concern with program concepts rather 
than specific participants, evaluative researchers may be able to deal with 
this problem with some effectiveness. 
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Timing of measurement is another serious issue in evaluative research 
(Freeman & Sherwood, 1965; Hyman & Wright, 1967; Harris, 1963). It is 
often not clear how soon program effects can be expected. The stability 
and durability of changes brought about by programs may also be in doubt. 
Ideally, the problem is addressed through continuous or at least repeated 
measurement of output variables. Many evaluative researchers, however, 
find themselves in situations where they have an opportunity only for a 
single post-treatment measurement. The timing of such a measurement 
may have most important implications for the outgrowth of evaluative 
research. 

Design 

To assure that changes in measured behavior can be attributed ex­
clusively to the program at hand, evaluative researchers prefer to employ 
some form of an experimental design. From an evaluation perspective, it 
is desirable that clients be assigned randomly to treatment and control 
groups. Adequate control, however, is difficult to achieve in an action 
setting. Suchman (1967b) cited two obstacles to the effective use of con­
trol groups: (α) service orientation—administrators, practitioners, and client 
representatives are reluctant to allow services to be withheld from those 
who might benefit from them; (ĥ) self-selection—it is difficult to either 
refuse service to those who seek it or provide service to those who resist it. 
Mann (1965) further observed that in an organizational setting, innovative 
approaches may "spread like a disease" to control groups. In discussing the 
evaluation of community-wide programs, Greenberg (1968) pointed out 
the added problem of finding truly equivalent communities. Where con­
trol groups are not possible, experimental control may be approximated 
through some design adjustments. One approach is to match participants 
with nonparticipants and compare them through the use of analysis of co-
variance. The time-series design (Hyman, Wright, & Hopkins, 1962; Camp­
bell & Stanley, 1963; Campbell, 1969; Gottman, McFall, & Barnett, 1969) 
is an alternative by which the treatment group is used as its own control 
through repeated measurements of outcome variables beginning well before 
program implementation. For treatment of further design possibilities, see 
Campbell and Stanley (1963) and Campbell (1969). 

Lerman (1968) argued that evaluators should resist the common ad­
ministrative assumption that evaluation is based on those who complete 
treatments. Rather, evaluation should be based on the population in need 
of services. Lerman pointed out that the issue is particularly critical among 
private agencies which can be selective in whom they accept as clients. 

It may be possible to use comparison groups in action settings where 
control groups are unacceptable. Unlike the control group which receives 
no treatment, the comparison group receives an alternate treatment. Where 
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policy makers are committed to the principle of providing additional serv­
ices, a comparison-group design may actually provide more useful informa­
tion than a design using only a strict control. 

Social programs usually are not expected to produce a dramatic impact. 
If evaluation is to document subtle but important changes, large samples 
or highly sensitive designs are necessary (Freeman, 1963). The conserva­
tism regarding rejection of null hypotheses which often prevails in academic 
research may also be inappropriate in the formulation of decision criteria for 
evaluative research. Rather, evaluators may wish to be cautious in drawing 
negative conclusions regarding innovative programs (Miller, 1965b). 

A persistent problem in the design of evaluative research is the separa­
tion of effects of program content from effects of practitoners5 characteris­
tics. Staff enthusiasm and confidence may be critical variables in innovative 
programs. Design adjustments are particularly difficult when the number 
of practitioners is small. Greenberg (1968) suggested that program per­
sonnel be rotated between treatment and control conditions. Some of Rosen-
thaPs (1966) suggestions for controlling experimenter expectancy effects 
in social psychological research appear to be applicable. Special training 
and supervision of practitioners may be introduced to reduce variability in 
practitioner behavior. Alternately, it may be possible to conduct some pro­
grams with minimal practitioner-client contact. 

Program recipients sometimes contribute to the effectiveness of a pro­
gram through their feelings of self-importance as persons selected for special 
attention (Hawthorne effect) or through their faith in the program (placebo 
effect). The impact of the Hawthorne or placebo effects is likely to be 
particularly great when the program is new and experimental and the par­
ticipants are volunteers. Scriven (1967) suggested the use of multiple 
experimental groups to separate these effects from those of programs. He 
urged that enthusiasm be held constant while treatments are varied. Trow 
(1967), however, pointed out that some administrators may try to capitalize 
on Hawthorne effects by attempting to build an experimental climate into 
their normal programming. Sommer (1968) similarly argued that the Haw­
thorne effect is not an extraneous disruptive influence; rather it is an impor­
tant and ever present factor in any field situation. "Environmental changes 
do not act directly upon human organisms. They are interpreted according 
to the individual's needs, set, and state of awareness [p. 594]." The impli­
cation seems to be that if the effects of social programs are to be fully under­
stood, it is important that the client population's predisposition toward and 
interpretation of programs be an integral part of comprehensive evaluative 
research. 

New programs often pose difficulties for evaluators which are not pres­
ent in the case of well established programs. On the one hand, the evalua­
tive researcher must be prepared to deal with the positive effects of novelty, 
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special attention, and enthusiasm. On the other hand, he must look for 
some of the strictly administrative problems common in the implementation 
of a new program which can account for the failure of an otherwise soundly 
conceived program (Hyman & Wright, 1967). In the case of innovative 
programs, it is particularly important that administrators be free to modify 
their procedures on the basis of their early experiences in implementing the 
program (Marris & Rein, 1967). These modifications pose an enormous 
problem for evaluation if research designs call for a lengthy commitment 
to a highly specific set of procedures. If, as Glass (1971) recommended, 
evaluators focus on program concepts rather than specific procedures, their 
experimental designs may be able to accommodate procedural adjustments 
as long as basic concepts of the program remain intact. 

Program outcomes may also be affected by many other variables which 
cannot be controlled in a single evaluative study. Among these variables 
are the physical characteristics of the program site and the duration and 
intensity of the program. 

Because action programs are often ineffective and because experimental 
evaluation is often very expensive, Rossi (1967) recommended a two-phased 
approach to evaluation. First, correlational designs would be used to identify 
promising programs. Then, controlled experiments would be conducted to 
evaluate the relative effectiveness of those programs which passed the initial 
screening. 

Rigid evaluation designs are most easily implemented in the programs 
conducted by highly centralized organizations having extensive control over 
their clients. Prisons, hospitals, and residential schools are among the 
organizations most likely to have these characteristics. When programs 
involve a number of autonomous organizations, are conducted by practition­
ers with considerable personal and professional autonomy, and are directed 
at client populations whose willingness to cooperate is highly uncertain, 
evaluators often must be satisfied to use limited methodological tools. Effec­
tive programming is, of course, also very difficult under these circumstances. 

Contemporary community-wide anti-poverty programs are among those 
in which it is most difficult for evaluators to use highly controlled experi­
mental designs. The relative contribution of various components of these 
large-scale programs may be difficult to determine because of clients' uncon­
trolled exposure to several programs. It may also be difficult to determine 
the extent to which new programs are supplements to rather than substitutes 
for earlier programs. Weiss and Rein (1969) further noted that in the case 
of highly diffuse and unstable programs, it is particularly difficult to select 
and operationalize evaluative criteria which are sufficiently broad in scope 
to reflect a program's full range of consequences—especially consequences 
which are unintended. 
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In these settings the evaluator must look for research strategies which 
are realistic and, at the same time, yield a maximum of useful information. 
Particularly in the case of completely innovative programs for which evalu­
ation results are needed at an early stage, informal approaches usually 
associated with exploratory research may be most appropriate. Observa­
tional techniques and informal interviewing can often provide more useful 
and rapid feedback than can formal experimentation (Weiss & Rein, 1969). 
Lazarsfeld, Sewell, and Wilensky (1967) observed that because the decision 
process in these programs is continuous, evaluation must take place at many 
points. They recommended concurrent evaluation, a procedure by which 
records are kept of all decisions, including information on rejected alterna­
tives and expected outcomes. Perhaps, as Benedict et al. (1967) suggested, 
what is needed is evaluation which combines rigorous experimental data 
with a "natural history" account of events and actors before, during, and 
after program implementation. 

Decision makers are usually concerned with efficiency as much as they 
are with effects of programs. Evaluators, therefore, should be prepared to 
deal with the relationship between cost and effectiveness. In some cases cost 
analysis is straightforward; in others, it adds another complex dimension 
to evaluation. 

Concluding Thoughts 

Clearly, evaluative research is an activity surrounded by serious ob­
stacles. Satisfied with informal and impressionistic approaches to evaluation, 
policy makers are often reluctant to make the investment needed to obtain 
verifiable data on the effects of their programs. Evaluative researchers are 
typically confronted with problems of measurement and design which 
greatly restrict their ability to reach unambiguous conclusions. Abrasive 
relations with practitioners and clients can add to the evaluator's difficulties 
in obtaining information. Evaluative research is often addressed to a dis­
tressingly narrow range of issues; results are not as fully or widely disclosed 
as they might be; highly pertinent findings are often ignored by policy 
makers. It is little wonder that many social scientists regard evaluative 
research as a dubious enterprise. 

Yet, the argument for emphasizing evaluative research in social pro­
gramming is strong. Expenditures in this country for social service programs 
(including health and education) are enormous. Yet there is reason to be 
dissatisfied with the effectiveness of many of these programs. Increases in 
program costs tend to be much more conspicuous than improvements in the 
quality of services. If it is agreed that social programs should be strength­
ened and that improvement is most likely to come about through the use 
of rational methods, it is clear that the evaluation role is important and 
should be emphasized. The often subtle results of social programs require 
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the methods of empirical research to obtain precise information on program 
effectiveness. 

Evaluative researchers can take a number of steps to improve their 
contributions to program development. They can become more skillful in 
applying their methodological tools to specific evaluation problems. They 
can become more knowledgable about the decision problems of action organ­
izations, and thus recommend more appropriate evaluation strategies. 
Greater personal familiarity with action settings may make evaluators more 
effective in working with practitioners and clients. The climate for evalua­
tion might be improved if evaluators were to place more emphasis on edu­
cating administrators, practitioners, and client representatives regarding the 
role of evaluation in program development. Evaluators might develop more 
effective ways of communicating the action implications of their findings. 
Behavioral scientists who assume administrative roles in programs can also 
help by showing how programs can be structured to accommodate evaluation 
requirements. 

If, however, evaluative research is to make its full contribution, sub­
stantial changes must be made in society's overall approach to social pro­
gramming. Legislators and other public officials, reflecting widespread 
public concern, must significantly raise their demands for the effectiveness 
and efficiency of programs. In addition, they must learn to focus more on 
program goals so that they can assume a more experimental attitude toward 
specific programming strategies (Campbell, 1969). Such fundamental 
changes in orientation toward social programming would lead to greatly 
expanded interest in evaluative research. If there were a more serious 
emphasis on performance standards and on the search for more effective 
program approaches, evaluative researchers would be more often able to 
obtain the political and administrative support needed to employ experi­
mental designs. Behavioral scientists who hope to contribute to the effec­
tiveness of social programs through evaluative research need to concern 
themselves not only with immediate methodological and organizational 
problems but with the larger issues concerning the social context in which 
social programs are conducted. 
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